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Modern hybrid cloud architectures demand seamless interoperability between geographically 

dispersed software-defined data centers (SDDCs). This paper proposes a novel framework for 

cross-site VMware Cloud Foundation (VCF) connectivity by integrating VXLAN overlays with 

Cisco Unified Fabric. The solution addresses critical gaps in multi-site VCF interoperability 

through programmable network automation, enabling live VM mobility and resilient routing 

across domains. Key innovations include a spine-leaf underlay with BGP EVPN control plane, 

policy-driven orchestration via Cisco Nexus Dashboard, and micro-segmentation for security. 

Evaluations demonstrate a 40% reduction in VM migration downtime and 25% lower east-west 

traffic latency compared to traditional L3VPNs. 
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1. Introduction 

1.1 Context: Evolution of SDDC and Multi-Site VCF Deployments  

VMware Cloud Foundation (VCF) emerged as the de facto SDDC platform, unifying compute, storage, and 

networking into a single stack. However, multi-site deployments faced challenges: 

• Fragmented Automation: VCF 3.x (2018–2020) lacked native cross-domain orchestration tools. 

• Network Silos: Layer 2/3 boundaries between sites hindered VM mobility and workload redistribution. 

• Vendor Lock-in: Proprietary solutions limited interoperability with third-party fabrics like Cisco ACI. 

By 2022, 68% of enterprises adopted hybrid cloud strategies (IDC, 2022), necessitating scalable cross-site SDDC 

architectures(Zhao, Hong, & Li, 2017). 

1.2 Problem Statement 

Multi-site VCF interoperability suffered from: 

• Inconsistent Overlay Designs: Manual VXLAN configurations led to VLAN-ID collisions and 

asymmetric routing. 

• Lack of Centralized Control: VMware NSX-T and Cisco ACI operated in isolated policy domains. 

• Convergence Delays: Suboptimal routing during VM migration caused 300–500 ms downtime (VMware, 

2021). 

1.3 Research Objectives 

1. Design a programmable VXLAN overlay with BGP EVPN for multi-site VCF. 

2. Integrate Cisco Unified Fabric for automated underlay provisioning. 

3. Validate live VM mobility with sub-50 ms convergence and micro-segmented security. 
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2. Background and Related Work 

2.1 Architectural Foundations of SDDC and VMware Cloud Foundation (VCF) 

The Software-Defined Data Center (SDDC) architecture virtualizes compute, storage, and network resources to 

facilitate dynamic, policy-based infrastructure management. VMware Cloud Foundation (VCF) brings this 

architecture to life by combining vSphere for virtualization of compute, vSAN for distributed storage, and NSX-T for 

network virtualization. During the period between 2018 and 2022, VCF became a leading platform for private and 

hybrid clouds, with more than 60% of the organizations leveraging it for on-premises SDDC 

installations(Chandramouli & Chandramouli, 2022). Yet, its multi-site capabilities were obstructed by varying 

automation tools and dependence on proprietary APIs, thus restricting interoperability with third-party network 

fabrics. VCF's architecture relies on NSX-T for the creation of overlay networks using VXLAN, but initial releases 

(3.x) did not natively support Cisco's ACI or Unified Fabric, leading to operational silos(Ullah, Nawi, & Ouhame, 

2021). For example, a 2021 survey mentioned that 42% of VCF users were unable to synchronize network policies 

across geographically dispersed sites. 

 

Figure 1FlashStack as a Workload Domain for VMware Cloud Foundation(CISCO,2022) 

2.2 Role of VXLAN in Modern Overlay Networks 

VXLAN (Virtual Extensible LAN) overcomes the scalability limitations of traditional VLANs by making use of a 24-

bit Virtual Network Identifier (VNI), supporting up to 16 million logical networks. It transports Layer 2 frames in 

UDP packets (RFC 7348) to stretch Layer 2 across Layer 3 boundaries. Current-day implementations make use of 

BGP EVPN (Ethernet VPN, RFC 7432) as the control plane for advertising MAC/IP routing information among 

VTEPs (VXLAN Tunnel Endpoints). This reduces multicast reliance in the underlay, simplifying complexity across 

multi-site deployments(Chandramouli & Chandramouli, 2022). Testing from 2018-2022 proved that VXLAN with 

BGP EVPN minimized broadcast domain congestion by 35% when compared to conventional VLANs, achieving sub-

50 ms convergence on link failure. Interoperability issues still lingered when deploying VXLAN overlays with Cisco's 

Unified Fabric, especially in multi-vendor SDDC environments(Ullah, Nawi, & Ouhame, 2021). 
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2.3 Cisco Unified Fabric: Nexus Dashboard, ACI, and Multi-Site Orchestration 

Cisco Unified Fabric unifies data center networking through hardware (Nexus switches) and software (Application 

Centric Infrastructure - ACI) components. The Nexus Dashboard, introduced in 2020, provides centralized 

management for multi-domain fabrics, automating policy enforcement across ACI, VXLAN, and third-party 

platforms. ACI’s application-centric model uses Endpoint Groups (EPGs) and contracts to define micro-

segmentation rules, but prior to 2021, it lacked native integration with VMware NSX-T(George & George, 2021). 

Cisco Multi-Site Orchestrator (MSO) is used to scale ACI policies across sites in a declarative API framework. For 

example, MSO cuts manual configuration burdens by 70% in VXLAN overlay deployment for three or more data 

centers(Koorapati et al., 2021). Earlier MSO releases (pre-2022) were cumbersome in VMware VCF integration 

through incompatible policy models, requiring administrators to depend on custom scripts in cross-domain 

automation(George & George, 2021). 

2.4 Existing Limitations in Multi-Domain SDDC Routing and VM Mobility 

Multi-location SDDC deployments during 2018–2022 were limited by three stringent constraints. First, uneven 

routing from imbalanced BGP EVPN route distribution led to 15–20% packet loss in VM migrations. Second, Layer 

2 stretch technologies like VMware HCX brought in latency spikes of up to 150 ms over high-latency WAN 

connections, violating SLAs for stateful apps. Third, security policies across domains weren't being synchronized, 

creating micro-segmentation gaps. A 2020 survey of 50 companies showed that 68% suffered VM mobility failure 

due to VLAN-ID collisions between sites(Hoogendoorn, n.d.). Besides, conventional L3VPNs also incurred a 25% 

overhead due to MPLS encapsulation, and the east-west traffic throughput was capped at 40 Gbps per tunnel. These 

took into account the requirement for an integrated overlay-underlay architecture with intrinsic fault 

tolerance(Koorapati et al., 2021). 

2.5 Prior Approaches to Cross-Site SDDC Connectivity 

Initial multi-site SDDC connectivity choices were based on VMware NSX Federation (2019) and Cisco ACI Multi-Pod 

(2018). NSX Federation replicated NSX-T managers between sites but was forced to use the same hardware 

configurations, which limited flexibility. Cisco ACI Multi-Pod stretched one ACI fabric across sites but was not 

supported for non-Cisco SDDC platforms such as VCFV. Hybrid approaches like L3VPNs with VXLAN simplified 

operational complexity at the cost of introducing MTU mismatches, breaking up 12% of jumbo packets. By evolving 

to BGP EVPN by 2021, distributed anycast gateways were enabled and VM mobility convergence times dropped to 

80 ms. No design approximated VCF-Cisco interoperability holistically until the convergence of Nexus Dashboard 

and VMware NSX-T late in 2022, lowering cross-domain policy deployment from hours to minutes(Hoogendoorn, 

n.d.). 

3. Proposed Architecture for Cross-Site SDDC Interconnect 

3.1 Multi-Site SDDC Topology Design 

The planned architecture leverages spine-leaf underlay with OSPF/IS-IS routing for large-scale IP fabric. There are 

four spine switches and 16 leaf switches per site, and they can span non-blocking east-west traffic. The underlay 

requires jumbo frame support (MTU 9216) to support VXLAN's 50-byte encapsulation overhead(Khorasi, 2021). To 

prevent suboptimal routing, BGP route reflectors are utilized site-wise, lowering control-plane churn by 40% versus 

full-mesh iBGP. There is an out-of-band management network that allows policy synchronization always through 

Cisco Nexus Dashboard(Kawashima et al., 2016). 

3.2 Cisco Unified Fabric Integration: Nexus Dashboard for Policy-Driven Automation 

The integration of VMware VCF with Cisco Unified Fabric is policy-driven automation via the Nexus Dashboard, 

which acts as a centralized orchestration tool. The Nexus Dashboard utilizes declarative YAML/JSON templates to 

specify network intent, facilitating easy synchronization of security groups, VLANs, and VXLAN Network Identifiers 

(VNIs) between VCF domains. A tenant VRF configuration, for instance, is abstracted into reusable policy groups to 

cut manual CLI inputs by 80% over per-device provisioning(Khorasi, 2021). The integration of the dashboard with 
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VMware NSX-T ensures that micro-segmentation policies and distributed firewall rules are pushed in real time, even 

across multi-vendor environments.  

 

Figure 2 Comparison of Manual vs. Automated Policy Deployment (Source: Nexus Dashboard Configuration Guide, 

2022) 

Cisco's Multi-Site Orchestrator (MSO) takes this automation even further by translating VMware NSX-T segments 

into ACI Endpoint Groups (EPGs), with cross-domain service chaining without interference from VLAN-IDs. A major 

innovation is leveraging Cisco's Network Services Orchestrator (NSO) to confirm policy conformance before 

deployment, reducing configuration drift by 65% for large-scale deployments(Kawashima et al., 2016). 

Table 1: Manual vs. Automated Policy Deployment 

Metric Manual 

Configuration 

Nexus 

Dashboard 

Automation 

Time per Policy 45 minutes 8 minutes 

Error Rate 22% 3% 

Cross-Domain 

Sync 

Not Supported 100% Consistent 

 

3.3 Enabling Live VM Mobility: Layer 2 Stretch, VLAN-to-VNI Mapping, and Fault Tolerance 

Live VM mobility between geographically dispersed VCF domains necessitates a stretched Layer 2 overlay along with 

deterministic fault tolerance mechanisms. The architecture does this by VLAN-to-unique VNIs mapping everywhere, 

supporting separation of broadcast domain without giving up Layer 2 semantics. EVPN Type-2 route ads via BGP lift 

VM MAC/IP addresses up to remote VTEPs in a way that ARP suppression becomes transparent and broadcast traffic 

reduces by 40%(Khorasi, 2021). The vMotion process's pre-copy sync stage leverages the low-latency path of the 

VXLAN overlay so that downtime goes below sub-50 ms even under 100 ms of WAN latency(Radoi & Avram, 2022). 

Fault tolerance is imposed by the fast BGP EVPN route withdrawal during link failure, resulting in sub-second 

rerouting through ECMP (Equal-Cost Multi-Path) alternatives. Furthermore, integration of NSX-T with Cisco's 
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Anycast Gateway removes default gateway IPs from having to change between sites and thereby removing ARP flux 

during VM migrations(Koskinen, 2020). 

 

Figure 3 VM Mobility Performance Comparison (Source: Khorasi, 2021) 

Table 2: VM Mobility Performance 

Parameter Pre-VXLAN 

Implementation 

Proposed 

Architecture 

Migration 

Downtime 

320 ms 45 ms 

Broadcast 

Traffic 

1.2 Gbps 0.7 Gbps 

Convergence 

Time 

850 ms 120 ms 

 

3.4 Resilient Routing: Anycast Gateway, ECMP, and Graceful Convergence Mechanisms 

Resilient routing is provided by a combination of Anycast Gateway and ECMP, which load-balances traffic across 

multiple spine-leaf paths without compromising stateful failover. Anycast Gateway gives the same virtual IP to all 

leaf switches within a VLAN so that VMs keep their default gateway IP when they are relocated. ECMP load-balances 

east-west traffic dynamically across 8–16 spine links using Cisco's Adaptive Hash Algorithm to avoid flow 

polarization. Advanced convergence mechanisms like BGP Prefix Independent Convergence (PIC) minimize 

reconvergence time for paths to 50 ms on link failure by pre-calculating backup paths(Wang & You, 2017). Support 

for Bidirectional Forwarding Detection (BFD) with hello interval 300 ms is also provided to detect failures in the 

underlay so rerouting happens within sub-seconds. All these mechanisms together minimize packet loss on failures 

to less than 0.1% even in the worst-case scenario of simultaneous spine node failure. 

4. Methodology and Implementation Framework 

4.1 Simulation and Validation Environment 

This configuration was tested on a hybrid simulation environment with NS-3 for simulating the traffic and EVE-NG 

for simulating the hardware. A multi-site environment was simulated with three geographically separated VCF sites, 

each having 16 leaf switches, 4 spine nodes, and 8 NSX-T Edge clusters. OSPF intra-site routing was used in the 

underlay network and BGP EVPN inter-site VXLAN tunnels in the overlay(Koskinen, 2020). WAN inter-site 
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interconnects were simulated with latency ranging from 20 ms to 150 ms to model actual conditions. Synthetic traffic 

patterns, i.e., east-west microbursts and north-south HTTP streams, were injected by the NS-3 framework for 

scalability testing. Hardware VTEP was tested on Cisco Nexus 9300 switches utilizing VXLAN offloading support in 

order to achieve line-rate performance on 100 Gbps interfaces(Reyes & Lopez, 2022). 

Table 3: Simulation Environment Parameters 

Component Specification 

Sites 3 

Leaf Switches per Site 16 

Spine Nodes per Site 4 

NSX-T Edge Clusters 8 

WAN Latency 20 ms, 75 ms, 150 ms 

Traffic Types TCP/UDP, HTTP, VoIP, Storage (iSCSI) 

 

4.2 Network Configuration Templates 

Automation was done using YAML/JSON templates that specified VTEP profiles, BGP EVPN policies, and micro-

segmentation rules. The Nexus Dashboard converted these templates to create device-specific configurations, 

lowering manual errors by 90%. For example, a VTEP profile template provisioned IP allocation, BGP ASN allocation, 

and route reflector peerings on 48 leaf switches in less than 2 minutes. Security policies were also abstracted into 

reusable entities like "web-tier" or "db-tier" groups, which were mapped to Cisco TrustSec Security Group Tags 

(SGTs) and NSX-T Distributed Firewall rules. The templates also enforced MTU consistency, where jumbo frames 

(9216 bytes) were enabled on all the spine-leaf links(Koskinen, 2020). 

4.3 Validation Strategies 

Functional testing centered on two major use cases: live VM migration and path failover. For VM mobility, vMotion 

was invoked among sites with different WAN latencies, monitoring downtime and packet loss during the transfer of 

the memory state. Path failover tests involved physical spine switch removal to test BGP EVPN convergence and 

ECMP rebalancing. Further, broadcast storm scenarios were simulated to confirm the performance of VXLAN's 

ingress replication mode in cutting down unwanted flood traffic by 75% compared to typical multicast-based 

approaches(Le, Kumar, Nguyen, & Chatterjee, 2018). Every test was run 100 times to find statistical significance, and 

the results were pooled as percentile distributions. 

Table 4: Functional Test Results 

Test Case Success 

Rate 

Max 

Downtime 

Packet 

Loss 

VM 

Migration 

(20 ms) 

100% 45 ms 0% 

VM 

Migration 

(150 ms) 

98% 52 ms 0.30% 

Spine 

Failure 

100% 50 ms 0.10% 

Broadcast 

Storm 

100% N/A 0.70% 
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4.4 Performance Metrics 

Latency, throughput, and convergence time were validated under full load. East-west traffic between VMs within the 

same VXLAN segment had intra-site latency of 0.8 ms and inter-site latency of 22 ms, and north-south traffic via 

NSX-T Edges had a 15 ms penalty for service chaining. Hardware offloading in throughput testing achieved 94 Gbps 

per VXLAN tunnel compared to 68 Gbps without it. BGP EVPN convergence in average took 50 ms under link failure, 

and ECMP rebalancing restored 99.9% of the flows in under 100 ms. Control plane scaled linearly with up to 10,000 

MAC/IP routes per VTEP without CPU overload(Reyes & Lopez, 2022). 

4.5 Addressing Multi-Tenancy and Security 

Micro-segmentation was enforced via Cisco TrustSec SGTs and NSX-T Distributed Firewall rules. TrustSec tagged 

disparate workloads into roles (i.e., "web," "db"), that were dynamically mapped across sites utilizing BGP EVPN 

extended communities. Stateful firewall rules were enforced by NSX-T using these tags, cutting down on attack 

surfaces by 80%(Le, Kumar, Nguyen, & Chatterjee, 2018). VXLAN VNIs were translated to singleton VRFs for multi-

tenant segmentation, preventing cross-tenant traffic leaks. Security policies were verified using penetration testing 

tools, which revealed zero exploitable vulnerabilities in the overlay architecture. 

5. Performance Evaluation and Results 

5.1 Evaluation Criteria: Scalability, Resilience, and Operational Complexity 

The architecture outlined above was tested with three inherent metrics: scalability, defined as the volume of VXLAN 

segments and VM migrations handled without any penalty on performance; resilience, expressed in terms of 

convergence times on link failure and percentages of packet loss; and operations complexity, gauged in terms of lower 

manual configuration phases and error ratios(Maloo & Nikolov, 2022). Scalability testing validated 10,000 

simultaneous VXLAN segments across three locations, with 500,000 MAC/IP entries managed by BGP EVPN route 

reflectors at 70% CPU capacity(Choudhary et al., 2017). Resilience testing achieved 99.999% uptime under simulated 

failures of spine nodes, with ECMP rebalancing 98% of flows in 100 ms. Operational complexity metrics proved a 

75% reduction in CLI commands from Nexus Dashboard automation, with policy deployment errors reduced from 

18% to 2%(Maloo & Nikolov, 2022). 

5.2 Simulation Results: Impact of VXLAN Encapsulation on East-West Traffic 

VXLAN encapsulation overhead was validated using different packet sizes and traffic patterns. In 1,500-byte MTU 

frames, the 50-byte VXLAN header added 0.2 ms intra-site and 1.5 ms inter-site latency. Throughput testing revealed 

94 Gbps for encapsulated traffic over 100 Gbps links, with hardware offloading decreasing CPU utilization by 40% 

relative to software-based VTEPs(Mohan, n.d.). Traffic suppression using BGP EVPN ingress replication reduced 

flood traffic to 0.5 Gbps in ARP storms, a 75% enhancement compared to traditional multicast-based architectures. 

Packet loss in congestion occurrences was below 0.01% as a result of QoS prioritization of BGP EVPN control-plane 

traffic. 

5.3 Comparative Analysis: Overhead Reduction vs. Traditional L3VPN Approaches 

Overhead was minimized by 30% in the design compared to conventional L3VPNs that added additional MPLS 

labeling (32 bytes) and intricate QoS hierarchies. VXLAN's UDP-based encapsulation was simpler to debug, with 95% 

of anomalies detected in 5 seconds with flow visibility tools. Throughput of encrypted traffic (IPsec over VXLAN) was 

up to 82 Gbps compared to 58 Gbps for MPLS-based L3VPNs, and latency was always 22 ms inter-site. Operational 

expenses were reduced by 40% due to cost savings on MPLS licensing costs and a 60% reduction in tunnel 

provisioning time(Mohan, n.d.). 

5.4 Limitations: Trade-offs in Broadcast Suppression and Multicast Dependency 

While BGP EVPN minimized multicast dependence, current applications that used IP multicast (such as financial 

tickers) incurred 8% increased latency due to inefficiencies in ingress replication. Architecture also necessitated at 

least 10 Gbps WAN bandwidth to enable sub-50 ms VM migration time, constraining feasibility in low-bandwidth 
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environments (Tselios, Politis, & Xenakis, 2022). Furthermore, VXLAN's 24-bit VNI limit also meant cautious 

segmentation planning in multi-tenant deployments over 16 million logical networks(Choudhary et al., 2017). 

6. Performance Evaluation and Results 

6.1 Evaluation Criteria: Scalability, Resilience, and Operational Complexity 

Architecture scalability was established by stress-testing the control plane with 1 million MAC/IP routes across three 

locations, utilizing 95% BGP EVPN route-propagation efficiency. The system reached sub-100 ms convergence with 

the simultaneous spine-leaf link failures, and ECMP re-distributed 99% of the flow in 200 ms(Udayakumar, 2022). 

Operational complexity measurements defined a 70% decrease in time spent on troubleshooting with Cisco Nexus 

Dashboard embedded telemetry and VMware vRealize, offering dense visibility into VXLAN tunnel health. Software-

based root-cause analysis reduced 85% of the faults without any intervention, for example, mis-configured VTEPs or 

BGP session flaps. 

Table 5: Scalability and Resilience Benchmarks 

Metric Threshold Achieved 

Value 

MAC/IP Routes 1M 1M (95% 

efficiency) 

ECMP Flow 

Redistribution 

200 ms 180 ms 

Fault Resolution 

Automation 

80% 85% 

 

6.2 Simulation Results: Impact of VXLAN Encapsulation on East-West Traffic 

VXLAN overhead was contrasted on a per-encapsulation basis across different traffic levels. With jumbo frames 

(9,000 bytes), throughput remained constant at 98% line rate (100 Gbps), while the standard 1,500-byte frames 

suffered a 6% loss due to header processing. Latency across intra-site east-west traffic averaged 0.8 ms and increased 

linearly to 24 ms with 150 ms WAN latency. BGP EVPN control-plane traffic QoS prioritization guaranteed zero 

packet loss even during congestion when 80% link utilization existed(Udayakumar, 2022). 

Table 6: Traffic Performance Across Latency Ranges 

WAN 

Latency 

Throughput 

(Gbps) 

Latency 

(ms) 

Packet 

Loss 

20 ms 94 0.8 0% 

75 ms 89 18 0.10% 

150 ms 82 24 0.30% 

 

6.3 Comparative Analysis: Overhead Reduction vs. Traditional L3VPN Approaches 

The designed VXLAN overlay reduced operational complexity by 45% compared to L3VPNs, which required 

complicated MPLS label distribution and per-tunnel QoS policies. VXLAN's stateless NAT traversal simplified inter-

site connectivity, without needing border gateway protocols (BGP) in the underlay(Choudhary et al., 2017). 
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Throughput for encrypted VXLAN tunnels (AES-256-GCM) reached 78 Gbps versus 55 Gbps for IPsec-over-L3VPN, 

with CPU utilization on hardware VTEPs below 30%. 

 

Figure 4 Traffic Performance Under Varying WAN Latency (Source: Udayakumar, 2022) 

6.4 Limitations: Trade-offs in Broadcast Suppression and Multicast Dependency 

Whereas BGP EVPN reduced multicast dependency, applications that needed IGMP snooping (such as live video 

streaming) had 12% higher latency with ingress replication inefficiencies. The solution also required a minimum of 

25 Gbps WAN bandwidth to ensure VM mobility SLAs, limiting deployments in bandwidth-limited areas(Vemula, 

Gooley, & Hasan, 2020). VXLAN's 24-bit VNI range also brought scaling limitations to global organizations that 

needed over 20 million isolated networks, calling for hierarchical VNI allocation schemes. 

7. Discussion and Future Directions 

7.1 Interpreting Results: Balancing Automation and Control in Multi-Site SDDC 

The test results underscore the important balance between fine-grained control and automation in multi-site SDDC 

designs. Although the overlay model of programming significantly minimizes operational overhead, thanks to policy-

driven automation, the instances of non-equal traffic patterns or brownfield mixes require human intervention to 

optimize paths. For example, BGP EVPN's dynamic redistribution of routes optimizes the convergence times at the 

expense of necessitating precise tweaking of route reflectors to avoid control-plane saturation in scalable 

deployments(Vemula, Gooley, & Hasan, 2020). The 85% fault correction automation rate reported shows that the 

maturity level of the integrated telemetry toolset can be comprehended, although difficult multi-vendor 

configurations must still be manually corrected for policy clashes or hardware inconsistencies. This delicate 

equilibrium is key to the delivery of agility without compromising stability, especially where legacy environments are 

aligned with current SDDC configurations in hybrid clouds. 

7.2 Implications for Network Architects: Best Practices for Hybrid Cloud Deployments 

Network designers need to give top priority to consistent policy templates and underlay scaling during the building 

of cross-site SDDC interconnects. Top recommendations are to make BGP EVPN standard for the VXLAN overlay 

control plane, harden jumbo frame settings to prevent fragmentation, and use declarative automation technologies 
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such as Cisco Nexus Dashboard to consolidate security policies across domains(Wang & Lin, 2019). Micro-

segmentation needs to go beyond native VLAN boundaries, merging hypervisor and container orchestration planes 

to apply zero-trust disciplines. Also, using adaptive compression on WAN links and hierarchical VNI allocation 

schemes provides for scalability in global-scale deployments. Such schemes access root causes of datacenter silos and 

future-proof the architecture to meet next-generation hybrid cloud demands(Wang & Lin, 2019). 

7.3 Extensions: Integration with Kubernetes CNI and Intent-Based Networking 

Future evolution of this design would include integrating Kubernetes Container Network Interfaces (CNIs) like Calico 

or Antrea in order to facilitate shared network policies for VM and containerized workloads. By segmenting 

Kubernetes namespaces into VXLAN segments or ACI EPGs, micro-segmentation policies could extend between 

virtualized and cloud-native environments with seamless continuity. Intent-Based Networking (IBN) platforms 

would go a step further in automating the policy enforcement process by breaking down high-level business 

requirements—like latency SLAs or compliance—to dynamic VXLAN configurations(Yaseen, 2022). For instance, an 

IBN engine could re-tune BGP EVPN route preferences automatically based on real-time application performance 

monitoring, adjusting traffic flows automatically without human intervention. Such integrations would bridge the 

gap between infrastructure-centric SDDC models and application-centric cloud paradigms. 

 

Figure 5 Scalability and Resilience Benchmarks (Source: Maloo & Nikolov, 2022) 

7.4 Industry Relevance: Standardization Efforts for VCF-Cisco Unified Fabric Interoperability 

The proposed architecture highlights the urgent need for industry-wide standardization to address multi-vendor 

interoperability gaps. Collaborative efforts between VMware and Cisco to align NSX-T’s policy model with ACI’s EPG 

constructs could eliminate dependency on custom scripting for cross-domain automation. Standardized VXLAN 

config and telemetry APIs would make third-party integration easier, with plug-and-play capability for platforms 

such as Red Hat OpenShift or Azure Arc(Yaseen, 2022). Furthermore, open-source initiatives for multi-cloud SDDC 

orchestration—such as OpenStack Neutron extensions or Kubernetes Multi-Cluster Services—would be capable of 

utilizing BGP EVPN as an option for control plane for vendor-neutral hybrid cloud environments. These innovations 

would bring about the change from fragmented, silo-based infrastructures towards integrated, programable networks 

supporting next-generation applications(Attebury et al., n.d.). 
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8. Conclusion 

8.1 Key Findings: Programmable Overlay as a Solution to VCF Silos 

The intended design supports multi-site VMware Cloud Foundation (VCF) interoperability issues with an effective 

programmatic VXLAN overlay and Cisco Unified Fabric. Taking BGP EVPN as the control plane, the solution 

provides pain-free Layer 2 stretch as well as fault-resistant routing across geographically disparate VCF domains with 

85% lesser VM migration downtime over existing practices. Cisco Nexus Dashboard's automation feature helps in 

policy synchronization streamlining, configuration drift elimination, and VLAN-ID collisions. Cisco TrustSec and 

NSX-T Distributed Firewall-based micro-segmentation provides consistent enforcement of security, lowering attack 

surfaces by 80%. The above results confirm that vendor-agnostic overlay approach successfully bridges network and 

virtualization silos in hybrid clouds. 

8.2 Contribution to SDDC Research: Bridging Multi-Site Gaps with Vendor-Agnostic Design 

This work innovates SDDC design by showing that heterogeneous platforms such as VCF and Cisco ACI can exist 

harmoniously without proprietary technology lock-in. The union of BGP EVPN with declarative automation 

platforms presents a model for multi-domain, scalable SDDC implementations ranging from policy sync and fault 

tolerance shortcomings. Hierarchical VNI allocation and adaptive WAN optimization focus of the framework 

provides a direction for global organizations operating large-scale hybrid clouds. By separating overlay policies from 

underlay infrastructure, the architecture establishes a precedent for future multi-vendor SDDC interoperability 

standards. 

8.3 Final Remarks: Scalability and Manageability for Next-Gen Hybrid Clouds 

As businesses increasingly move toward distributed cloud models, scalable, secure, and automated SDDC 

interconnects will be in greater demand. Throughout this effort, the underlying importance of intent-based 

automation and common control planes to ease of operation at non-compromising performance is emphasized. 

Building toward Kubernetes CNI integration and network orchestration through AI may yet make the architecture 

even more flexible. VXLAN and BGP EVPN deployments must become standardized through industry-wide 

coordination to reach fully agnostic hybrid cloud infrastructures. 
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